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Credibility Assessment Using Bayesian Credible Intervals: 

A Replication Study of Criterion Accuracy 

Using the ESS-M and Event-Specific Polygraphs with Four Relevant 
Questions

Raymond Nelson1

Criterion accuracy was evaluated for 
eYenW-VSeFiÀF SRlyJUaSK e[amV ZiWK IRuU Uele-
vant questions. The sample included n=15 in-
nocent cases and n=15 guilty cases, selected 
IURm an aUFKiYe RI FRnÀUmeG ÀelG FaVeV WKaW 
was compiled by the Department of Defense 
in 2002. All cases employed relevant ques-
tions that described both direct and indirect 
involvement in the crime under investigation. 
Physiological responses were extracted from 
recorded computer software designed to exe-
cute the scoring procedures described in the 
published literature. Numerical scores were 
assigned using the Empirical Scoring System. 
A multinomial likelihood function was used 
to calculate a statistical value for the numeri-
Fal VFRUeV� 7Ke FaVeV ZeUe FlaVViÀeG aV eiWKeU 
deceptive, truthful or inconclusive using two-
stage decision rules and a naïve-Bayes clas-
ViÀeU IRU ZKiFK WKe ��th percentile limit of the 
credible interval for the posterior odds of de-
ception or truth-telling was calculated using 
the Clopper-Pearson method. They were clas-
ViÀeG aV GeFeSWiYe ZKen WKe ��th percentile 
limit of the credible interval for the posterior 
odds of deception exceeded the prior odds of 
one to one. Similarly, the samples were classi-
ÀeG aV WUuWKIul ZKen WKe ��th percentile limit 
of the posterior odds of truth-telling exceeded 
the prior odds. Results for two of the sample 
cases (7%) were inconclusive because the 95th 
percentile limit of the posterior odds did not 

e[FeeG WKe SUiRU RGGV� &RUUeFW FlaVViÀFaWiRnV 
were made for 93% of the 28 cases where the 
SRVWeUiRU RGGV ZeUe VWaWiVWiFally ViJniÀFanW 
(where the 95th percentile limit of the credible 
interval exceeded the prior odds). Test sensitiv-
ity to deception was observed at .87, and test 
VSeFiÀFiWy WR WUuWK-WellinJ ZaV alVR REVeUYeG aW 
.87. These results are consistent with previ-
RuVly SuEliVKeG GeVFUiSWiRnV RI eYenW-VSeFiÀF 
examinations with four relevant questions. 

Previous publications have described 
WKe VWUuFWuUe RI eYenW-VSeFiÀF e[aminaWiRnV 
ZiWK IRuU UeleYanW TueVWiRnV� NnRZn WR ÀelG 
examiners as variants of the MGQT format, 
including the AFMGQT version 1 and version 
2 (Department of Defense, 2006a, 2006b), 
and the Utah four-question format (Handler 
	 1elVRn� ����� ������ NnRZn WR VRme ÀelG 
examiners as the “Raskin technique” due to 
his role in the development of this approach. 
These examinations can consist of both pri-
mary relevant questions that describe an ex-
aminee’s direct involvement in the issue under 
investigation, along with secondary relevant 
questions that attempt to describe an exam-
inee’s indirect involvement or level of involve-
ment. These examinations are traditionally in-
terpreted with an assumption of independent 
criterion variance. However, previous studies 
have not supported the validity of the indepen-
dence hypothesis for these examination for-
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mats (Barland, Honts & Barger, 1989; Podle-
sny & Truslow, 1993). 

,n UeVSRnVe WR inTuiUy IURm ÀelG SUaF-
titioners, Nelson, Handler, Oelrich and Cush-
man (2014) described the rationale for a more 
generalized usage of polygraph test formats for 
eYenW-VSeFiÀF GiaJnRVWiF e[amV� 1elVRn anG 
Handler (2017) described a general procedur-
al rationale for the selection of a test formats 
for screening and diagnostic exams, indicating 
that while statistical multiplicity may lead to 
reduced precision for screening with more rel-
evant questions, precision of diagnostic exams 
may be increased through the use of more rel-
evant questions and the acquisition of a great-
er volume of test data. 

Raskin, Honts, Nelson & Handler 
(2015) reported the results of a Monte Carlo 
analysis of these examinations, and suggest-
ed that criterion accuracy with four relevant 
questions can equal or exceed that or other 
examination formats when these exams are 
evaluated with an assumption of non-inde-
pendent criterion variance. The present study 
was designed as a replication, in an attempt to 
increase the available published information 
aERuW IRuU UeleYanW TueVWiRn eYenW-VSeFiÀF 
polygraphs, including: test sensitivity, speci-
ÀFiWy� IalVe-neJaWiYe anG IalVe-SRViWiYe eUURUV� 
anG inFRnFluViYe UeVulWV uVinJ FRnÀUmeG ÀelG 
cases.

Data

Examination data for this study were 
REWaineG IURm an aUFKiYe RI FRnÀUmeG ÀelG 
polygraph exams that was compiled at the De-
partment of Defense in 2002. Cases consist-
eG 1 �� FRnÀUmeG ÀelG SRlyJUaSK e[amina-
WiRnV� 7KeUe ZeUe  n �� FRnÀUmeG innRFenW 
e[aminaWiRnV RI WKiV WySe in WKe FRnÀUmeG 
case archive, along with a random selection 
RI n �� maWFKinJ FRnÀUmeG GeFeSWiYe FaVeV� 
Investigation target issues included: theft/
larceny, murder, sexual assault, aggravated 
assault, false statements/false swearing, ar-
son, robbery, child abuse, fraud, and illegal 
drugs. Archival data indicate that all sample 
FaVeV ZeUe FRnÀUmeG Ey inIRUmaWiRn RWKeU 
than examinee confession. All examinations 
consisted of four relevant questions presented 
in a sequence with other questions designed 
to elicit responses that can be compared with 

responses to the relevant test stimuli, in ad-
dition to other procedural questions. Relevant 
questions included a combination of ques-
tions about direct involvement and indirect 
involvement in the issue under investigation. 
An important characteristic of contemporary 
ÀelG SRlyJUaSK WeVW IRUmaWV iV WKaW all UeleYanW 
questions subject to numerical evaluation are 
presented subsequent to the presentation of at 
least one comparison stimuli. Another import-
ant characteristic is that responses to each of 
the relevant stimuli are evaluated using the 
comparison stimulus immediately preceding 
and immediately subsequent to the relevant 
stimuli depending on which comparison stim-
uli has elicited the greater change in physio-
logical activity. 

Analysis

Data for each case was exported to 
a structured ASCII text format, including 
time-series data for all recording sensors, 
along with event markers indicating the on-
set, end and verbal answer for all test stimuli, 
along with other annotations. Data were im-
ported to the R statistical computing environ-
ment (R Core Team, 2017) for signal process-
ing and feature extraction. Response features 
were those described in previous publications 
(Krapohl & McManus, 1999; Nelson, Krapohl 
& Handler, 2008). Those features include: am-
plitude of increase in EDA, amplitude of in-
crease in blood pressure, and suppression or 
reduction of respiration activity. Numerical 
scores were assigned to each of the sensors 
for each stimulus presentation using the Em-
pirical Scoring System (Nelson et.al., 2011). 

Posterior odds of deception or truth-tell-
ing were calculated for each case using a mul-
tinomial likelihood function for ESS scores 
�(SS-0� anG a nawYe-%ayeV FlaVViÀeU �1elVRn� 
2017). The 95th percentile one-tailed limit of 
the Bayesian credible interval was calculated 
uVinJ WKe &lRSSeU-3eaUVRn meWKRG�  &laVViÀ-
cations of deception or truth-telling were made 
using two-stage rules (TSR; Senter, 2003; 
Senter & Dollins, 2003). The TSR requires that 
FaVeV ZRulG Ee FlaVViÀeG aV GeFeSWiYe ZKen 
the 95th percentile limit of the credible inter-
val for the posterior odds of deception exceed-
ed the prior odds of one to one using the grand 
WRWal VFRUe� SimilaUly� FaVeV ZRulG Ee FlaVViÀeG 
as truthful when the 95th percentile limit of 
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the posterior odds of truth-telling exceeds the 
prior odds using the grand total score. When 
results are inconclusive using the grand total 
score, the TSR would permit a deceptive clas-
ViÀFaWiRn iI WKe ��th percentile limit of the mul-
tiplicity-corrected posterior odds of deception 
for the lowest subtotal score has exceeded the 
SUiRU RGGV� &aVeV ZRulG Ee unFlaVViÀeG� anG 
therefore inconclusive, when 95th percentile 
limits of the grand total and lowest subtotal 
score have not exceeded the prior odds. 

Results

The mean score for innocent cases was 
13.3 (sd=10.0), and the mean score for guilty 
cases was 14.1 (sd=12.7). Results with the 
naiYe-%ayeV FlaVViÀeU anG (SS-0 VFRUeV aUe 
shown in Table 1. Two cases were inconclu-
sive, including one guilty and one innocent 
case. In addition one of the innocent cases 
ZaV inFRUUeFWly FlaVViÀeG aV GeFeSWiYe� anG 

one of the guilty cases was incorrectly classi-
ÀeG aV WUuWKIul� 7ZenWy-Vi[ RI WKe FaVeV ZeUe 
FlaVViÀeG FRUUeFWly� $ GeWeFWiRn eIÀFienFy FReI-
ÀFienW �.iUFKeU� +RURZiW] 	 5aVNin� ����� ZaV 
calculated in order to provide a single statis-
tical metric to encompass correct, incorrect, 
and inconclusive results with both guilty and 
innRFenW FaVeV� 7Ke GeWeFWiRn eIÀFienFy FReIÀ-
cient was .83. 

Excluding inconclusive results, 93% 
of the decisions from the naive-Bayes ESS-M 
FlaVViÀeU ZeUe FRUUeFW� SeYeUal meWUiFV RI FlaV-
ViÀFaWiRn aFFuUaFy ZeUe FalFulaWeG� inFluG-
inJ WeVW VenViWiYiWy WR GeFeSWiRn� VSeFiÀFiWy WR 
truth-telling, false-negative and false-positive 
errors, inconclusive results, and unweight-
eG FUiWeUiRn aFFuUaFy� &RnÀGenFe inWeUYalV� 
shown in Table 1, were calculated for all met-
rics using a parametric bootstrap.
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deception, specificity to truth-telling, false-negative and false-positive errors, inconclusive results, and 
unweighted criterion accuracy. Confidence intervals, shown in Table 1, were calculated for all metrics 
using a parametric bootstrap. 
 
 
Table 1. Criterion accuracy of ESS-M scores of event-specific exams with four 
relevant questions. 

Unweighted accuracy  .93 {.87 to .98} 

Unweighted inconclusive .07 {.02 to .12} 

Sensitivity .87. {77. to .95} 

Specificity .87. {77. to .95} 

False negative .07 {<.01 to .14} 

False positives .07 {<.01 to .14} 

Guilty inconclusive .07 {<.01 to .14} 

Innocent inconclusive .07 {<.01 to .14} 

 
Results for two of the sample cases (7%) were inconclusive because the 95th percentile limit of the 
posterior odds did not exceed the prior odds. Correct classifications made for 93% of the 28 cases 
where the posterior odds were statistically significant (where the 95th percentile limit of the credible 
interval exceeded the prior odds). Test sensitivity to deception was observed at .87, and test specificity 
to truth-telling was also observed at .87. These results are consistent with previously published 
descriptions of event-specific examinations with four relevant questions. Incorrect classifications were 
made for two of the sample cases, including one innocent case (7%) and one guilty case (7%).  
 

Discussion 
 
This project was an attempt to replicate previous work on event-specific diagnostic polygraphs with 
four relevant questions. This project also replicates previous work involving the use of a multinomial 
referenced distribution and naive-Bayes classifier for ESS-M scores. Results from this study are 
consistent with other reported results involving event-specific polygraphs with four relevant questions 
evaluated with an assumption of non-independent criterion variance.  
 
To further investigate the differences between the traditional approach to these examinations and results 
using an evidence-based statistical classifier, the detection efficiency coefficient and results were re-
calculated using the subtotal-score rules (SSR) and traditional numerical cutscores. Traditional 
numerical cutscores for these examinations are +3 for truthful classification of the subtotal scores, and  
-3 for deceptive classification of the subtotal scores. The SSR requires that all subtotal scores exceed 
the traditional numerical cutscore in order to classify a case as truthful, while any deceptive subtotal 

Table 1. Criterion accuracy of ESS-M scores of event-specific exams with four 
relevant questions.
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Results for two of the sample cases (7%) 
were inconclusive because the 95th percentile 
limit of the posterior odds did not exceed 
WKe SUiRU RGGV� &RUUeFW FlaVViÀFaWiRnV maGe 
for 93% of the 28 cases where the posterior 
RGGV ZeUe VWaWiVWiFally ViJniÀFanW �ZKeUe WKe 
95th percentile limit of the credible interval 
exceeded the prior odds). Test sensitivity 
to deception was observed at .87, and test 
VSeFiÀFiWy WR WUuWK-WellinJ ZaV alVR REVeUYeG 
at .87. These results are consistent with 
previously published descriptions of event-
VSeFiÀF e[aminaWiRnV ZiWK IRuU UeleYanW 
TueVWiRnV� ,nFRUUeFW FlaVViÀFaWiRnV ZeUe maGe 
for two of the sample cases, including one 
innocent case (7%) and one guilty case (7%). 

Discussion

This project was an attempt to repli-
FaWe SUeYiRuV ZRUN Rn eYenW-VSeFiÀF GiaJnRV-
tic polygraphs with four relevant questions. 
This project also replicates previous work in-
volving the use of a multinomial referenced 
GiVWUiEuWiRn anG naiYe-%ayeV FlaVViÀeU IRU 
ESS-M scores. Results from this study are 
consistent with other reported results involv-
inJ eYenW-VSeFiÀF SRlyJUaSKV ZiWK IRuU Uele-
vant questions evaluated with an assumption 
of non-independent criterion variance. 

To further investigate the differenc-
es between the traditional approach to these 
examinations and results using an evi-
GenFe-EaVeG VWaWiVWiFal FlaVViÀeU� WKe GeWeFWiRn 
eIÀFienFy FReIÀFienW anG UeVulWV ZeUe Ue-FalFu-
lated using the subtotal-score rules (SSR) and 
traditional numerical cutscores. Traditional 
numerical cutscores for these examinations 
aUe �� IRU WUuWKIul FlaVViÀFaWiRn RI WKe VuE-
WRWal VFRUeV� anG  -� IRU GeFeSWiYe FlaVViÀFa-
tion of the subtotal scores. The SSR requires 
that all subtotal scores exceed the traditional 
numerical cutscore in order to classify a case 
as truthful, while any deceptive subtotal score 
ZRulG UeVulW in a FlaVViÀFaWiRn RI WKe FaVe 
as deceptive. The SSR does not permit both 
truthful and deceptive decision within a single 
e[am� 7Ke GeWeFWiRn eIÀFienFy FReIÀFienW uVinJ 
the SSR and traditional cutscores was .75. Of 
the 30 cases, 10 (33%) were inconclusive us-
ing the SSR and traditional cutscores, includ-
ing 1 guilty case and 9 innocent cases. Correct 
FlaVViÀFaWiRnV RI GeFeSWiRn anG WUuWK-WellinJ 
were made for 14 of the guilty cases (93%) and 

4 of the innocent cases (27%). The unweighted 
accuracy, excluding inconclusive results, was 
.83 using the TSR and traditional cutscores. 

Results from this project suggest that 
GeFiViRn aFFuUaFy FRulG EeneÀW VuEVWanWially 
from a change from the traditional decision 
rules to others for which published evidence 
has found better performance.  

Traditional approaches using the SSR 
for the interpretation of polygraph tests that 
use a combination of four primary and sec-
ondary relevant questions are known to pro-
duce accuracy rates that underperform com-
pared to other well-known testing approaches.  
Interpretation of these exams using the evi-
dence-based TSR and cutscores that are in-
formed by sound statistical theory can pro-
GuFe FlaVViÀFaWiRn aFFuUaFy UaWeV WKaW may 
equal or exceed that of other highly-regarded 
SRlyJUaSK IRUmaWV IRU eYenW-VSeFiÀF GiaJnRV-
tic exams.

Like all projects, this project is not 
without limitations. Among the obvious lim-
itations herein, is the small sample size. Addi-
tionally, incomplete information was available 
regarding the examinee demographics, and 
no information is available concerning how 
the sample cases came to be included in the 
FRnÀUmeG FaVe aUFKiYe� 7KeVe limiWaWiRnV nRW-
withstanding, the present results support a 
recommendation for continued interest in the 
IRuU UeleYanW TueVWiRn eYenW-VSeFiÀF IRUmaW 
IRU ÀelG SUaFWiWiRneUV anG UeVeaUFKeUV ZiWKin 
the polygraph profession. In addition, these 
results support continued interest in the TSR 
and the ESS-M naive-Bayes model for statis-
WiFal TuanWiÀFaWiRn anG FlaVViÀFaWiRn RI SRly-
graph test results. 
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